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The Problem

• Peta(Exa?)bytes of geophysical data now available in the cloud

• Much of the data are in NetCDF4/HDF5 format
– Not efficient for cloud computing

Image Source - Pangeo/Ryan Abernathy
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NetCDF vs Zarr
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NetCDF Zarr

Single File Object

Multiple File Objects
(One per chunk)

Plaintext 
Metadata 
File



ReferenceFileSystem

ReferenceMaker/ReferenceFileSystem: 

• Part of Intake group’s fsspec project

• Access existing NetCDF/HDF files 
as if they are Zarr

• Zarr-like Metadata files (few MB each)
– Remote file address (Azure Blob, AWS S3, etc)

– Data variable and chunking info

• Extracts byte-ranges for individual variables/chunks
– Instead of individual chunk files in Zarr
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ReferenceMaker
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Creating JSONS

Read remote file and 
process chunks

Write metadata to file

Easily distributed with Dask!
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Reference JSON Example
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File URL (Azure Storage for this example)



Single Chunk Byte Range

Variable (CMI_C01) chunk info, 
compression, shape, etc

Reference JSON Example
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Reference JSON Example
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Set “reference” filesystem 
and specify JSON file

Specify remote file 
protocol (Azure here) and 

authentication

Pass mapper to xarray and 
specify Zarr engine



GOES Workflow

4 CPU, 32 GB Memory, 
8 Dask Workers

Data stored in same region as 
compute
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● Created a test workflow on Microsoft Planetary Computer

● Analysis of 24 hours of GOES data

● Test access to data stored in Azure in 3 formats:

○ NetCDF4

○ NetCDF4 + ReferenceMaker

○ Zarr



GOES Workflow

4 CPU, 32 GB Memory, 
8 Dask Workers

Data stored in same region as 
compute
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https://docs.google.com/file/d/1ZscOJ1wb_JvrVVdFzc7olhJH-3UToyXQ/preview


GOES Processing Times

For 24 hours of GOES-16 “ABI-L2-MCMIPF” product data

Format Preprocess Time Data Open Time Workflow Time Extra Storage

Remote NetCDF4 0 min 10 minutes 40 min 0 GB

Zarr 1 h 38 min 30 seconds 4 min 52 GB

ReferenceFileSystem 1 h 25 min 35 seconds 5 min 30 s 416 MB
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● NetCDF has no upfront preprocess time cost

○ But very slow open and workflow times

● Zarr comes at cost of high storage costs (full data duplication)

● ReferenceFileSystem has speed of Zarr but <1% storage cost

○ Reference file can be compressed further



The Implications

• ReferenceMaker/FileSystem harnesses the cloud-optimization 
of Zarr without converting any data

• Allows current institutions to cheaply make existing 
cloud-hosted data more optimized

• Reference files can be also created, hosted, and shared by 
third parties

• Automatable
– e.g. Pangeo Forge
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Future Work Needed

● Project is still in early development

● Test compatibility across different datasets

● Scale to larger datasets and compare performance to Zarr

● Test performance on a local parallel filesystem (like GLADE)
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Community Matters
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If you are a scientist that works 
with these tools

• Join the Pangeo community

• Talk to project maintainers about 
your workflow needs

• Open issues/bug reports on GitHub

• Submit pull requests, even if your 
code isn’t 100% ready


